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Abstract. Scheduling precedence constrained jobs on identical parallel mach- ines is a well investigated problem with many applications. AND/OR-networks constitute a useful generalization of standard precedence constraints where cer- tain jobs can be executed as soon as at least one of their direct predecessors is completed. For the problem of scheduling AND/OR-networks on parallel ma- chines, we present a 2-approximation algorithm for the objective of minimizing the  makespan.  The  main  idea  of  the  algorithm  is  to  transform  the  AND/OR constraints into standard constraints. For the objective of minimizing the total weighted  completion  time on one  machine,  scheduling  AND/OR-networks is as hard to approximate as Label  Cov ver. We show that list scheduling with shortest processing time rule is an O(   n)-approximation for unit weights on one machine and an n-approximation for arbitrary weights.

1
Introduction

Scheduling precedence constrained jobs on identical parallel machines is a well investi- gated problem with many applications. A precedence constraint of the form (i, j) means that job  j can be started only after the completion of job i. If there are several jobs i such that (i, j) is a precedence constraint, the job j can be started only after all of these jobs i are completed (AND-constraint). A natural and useful generalization of standard precedence constraints are AND/OR precedence constraints, represented by AND/OR- networks. In addition to standard constraints, they allow to specify that a node can begin execution as soon as at least one of its direct predecessors is completed (OR-constraint). AND/OR-networks arise in many applications, such as resource-constrained project scheduling [18] and assembly/disassembly sequencing [9]. In the latter application, a given product may have to be disassembled. Certain components can be removed only after the removal of other components, leading to standard AND-constraints. However, it might also be possible to remove a component from one of several geometric di- rections, assuming that other components blocking this direction have been removed beforehand. This case naturally leads to OR-constraints. Therefore, the different possibilities how to reach a component can be suitably modeled by AND/OR precedence constraints.

If a given set of jobs with AND/OR precedence constraints has to be executed on a bounded number of identical machines (e.g., assembly lines, workers, etc.), interesting optimization problems arise. Natural objectives are the makespan (the completion time of the job that  nishes last), the total completion time (the sum of the completion times of all jobs), and the total weighted completion time (where the completion time of each job is multiplied with the weight of the job). While these problems have been studied intensively for standard precedence constraints, only little is known about scheduling AND/OR-networks on one or several machines. 
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1.1
Known Results

Scheduling with the makespan objective is trivial on one machine if the jobs are not restricted at all, but also if standard or AND/OR precedence constraints are imposed

among the jobs. The problem on identical parallel machines is NP-complete even with- out precedence constraints and with just two machines. Nevertheless, Graham’s list scheduling provides a simple 2-approximation for scheduling precedence constrained jobs on any number of parallel machines [10]. Gillies and Liu [7] present a 2-approximation for scheduling jobs of an acyclic AND/OR-network. Their algorithm  rst transforms the AND/OR-network into a standard precedence graph and then applies Gra- ham’s list scheduling.

Minimizing the total weighted completion time is a non-trivial problem even on a  single  machine. If  there  are  no precedence constraints among the  jobs,  it  is  well known  that  scheduling  the  jobs  according  to  Smith’s  rule  [20]  (in  order  of  non- decreasing processing time over weight ratio) yields an optimal solution. For the total weighted completion time of standard precedence constrained jobs on one machine,

2-approximation algorithms have been obtained with various techniques [12, 3, 2, 17]. For the problem with identical parallel machines, a 4-approximation algorithm was presented in [19]. Unfortunately, it seems that the techniques used to obtain these al- gorithms resist any application to AND/OR precedence constraints.

1.2
Our Results
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We study scheduling problems with AND/OR precedence constrained jobs on one or several machines. For the problem of minimizing the makespan on identical parallel machines, we extend the algorithm of Gillies and Liu [7] to general feasible AND/OR- networks (which may contain cycles) in order to obtain a 2-approximation algorithm. Then we consider the problem of minimizing the total weighted completion time on a single machine. For the special case with unit weights (i.e., total comvpletion time), we prove that list scheduling with shortest processing time rule is an O(   n)-approximation, where n is the number of jobs. This bound is tight. The case with arbitrary weights seems to be harder to approximate. We observe that a reduction fromLabel Cover proposed by Goldwasser and Motwani in [8, 9] together with an improved inapproximability result for Label  Cover by Dinur and Safra [4] shows that minimizing the total weighted completion time to within a factor of 2log1-1/loglogc n n  of the optimum is NP-hard for any c < 1/2. We prove that list scheduling with shortest processing time rule is a simple n-approximation for the problem and that this bound is again tight.

2
Preliminaries

2.1
Problem Description

A scheduling instance consists of a set of n jobs V = {1,2,...,n}. With each job j ∈ V we  associate  a (strictly) positive processing time  pj  and a non-negative weight  ωj. In addition to the jobs, a number m of identical parallel machines will be given. The machines all run with the same speed and can process any job. Of course, at any point in time, each machine can process only one job and every job can only be processed by one machine. We will restrict to the non-preemptive case. Once a job is started on a certain machine, it will be finished on that machine without any interruption.
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Fig. 1. An AND/OR-network N on the left and a realization of N on the right side. AND-nodes are drawn as circles and OR-nodes as shaded squares

The jobs are subject to two different classes of constraints. On one hand, standard precedence constraints represented by a directed acyclic graph G=(V,E(G)) are given. An edge (i, j) ∈ E(G) represents the constraint that j has to wait for the completion of i. In a feasible realization of such a problem, all jobs have to be executed in accordance to the partial order induced by G. Each job  j ∈ V  has to wait for the completion of all its predecessors in the partial order and thus will also be called an AND-node. On the other hand, we allow for precedence relations of the form that a job  j has to wait for the completion of only one predecessor. Those restrictions cannot be captured by the classical precedence constraints described above. The model of standard precedence constraints can be generalized by the introduction of a set W  of waiting conditions. A waiting condition is an ordered pair w = (X, j), where X ⊆ V  is a set of jobs and j ∈ V \ X is the waiting job. The waiting job  j can be processed as soon as one of the jobs in X  has been completed. The standard precedence constraints together with the waiting conditions can be represented by an AND/OR-network N =(V ∪W,E) in the following way: for every waiting condition w =(X, j) ∈ W , we introduce an OR-node, which we will denote by w again. For every x ∈ X, we introduce a directed edge (x,w). In addition, there is a directed edge (w, j) for the waiting job  j. To model the required constraints correctly, we impose the rule that an OR-node w can be scheduled as soon as any of its predecessors x ∈ X is completed. An OR-node w ∈ W can be considered as a pure dummy node with processing time pw = 0 and weight ωw = 0. For convenience, we assume N to have a common start vertex, the source s, and a common end vertex, the sink t, with ps = pt  = 0and ωs = ωt  = 0. For an illustration, an AND/OR-network is depicted in the left part of Fig. 1, where node w3  represents the waiting condition

({5,6},7), for example.

In contrast to standard precedence constraints, an AND/OR-network may contain cycles and be feasible at the same time. Remember that the AND/OR-network N =(V ∪ W,E) contains the precedence digraph G as a subgraph. A realization of an AND/OR- network N is a partial order R =(V,<R) which is an extension of G,i.e. i <R  j for each

(i, j) ∈ E with i, j ∈ V,and 

for each w =(X, j) ∈ W, there exists x ∈ X with x <R  j.

�











